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Tropical forcing of the recent rapid Arctic warming
in northeastern Canada and Greenland
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Rapid Arctic warming and sea-ice reduction in the Arctic Ocean are
widely attributed to anthropogenic climate change1–3. The Arctic
warming exceeds the global average warming because of feedbacks
that include sea-ice reduction4,5 and other dynamical and radiative
feedbacks6–13. We find that the most prominent annual mean surface
and tropospheric warming in the Arctic since 1979 has occurred in
northeastern Canada and Greenland. In this region, much of the
year-to-year temperature variability is associated with the leading
mode of large-scale circulation variability in the North Atlantic,
namely, the North Atlantic Oscillation14,15. Here we show that the
recent warming in this region is strongly associated with a negative
trend in the North Atlantic Oscillation, which is a response to anom-
alous Rossby wave-train activity originating in the tropical Pacific.
Atmospheric model experiments forced by prescribed tropical sea sur-
face temperatures simulate the observed circulation changes and asso-
ciated tropospheric and surface warming over northeastern Canada
and Greenland. Experiments from the Coupled Model Intercompar-
ison Project Phase 5 (ref. 16) models with prescribed anthropogenic
forcing show no similar circulation changes related to the North
Atlantic Oscillation or associated tropospheric warming. This sug-
gests that a substantial portion of recent warming in the northeast-
ern Canada and Greenland sector of the Arctic arises from unforced
natural variability.

The recent Fifth Assessment Report of the Intergovernmental Panel on
Climate Change1 anticipates the continuing retreat of sea ice and warm-
ing accompanying future anthropogenic emissions of greenhouse gases
and aerosols. However, natural variability, such as that associated with
the Atlantic Multi-decadal Oscillation6, has been suggested to be an impor-
tant driver of climate variations in the Arctic region and responsible for
a portion of the recent warming trend. Some recent results also indicate
that sea surface temperature (SST) changes outside the Arctic have played
a role in forcing the recent tropospheric warming in the Arctic17.

In this study, we use observational analyses and modelling to explore
the relative contributions of anthropogenic forcing and natural vari-
ability to recent warming trends in the Arctic. We identify a specific
tropical SST pattern that has contributed significantly to recent Arctic
warming by changing the circulation over northern high latitudes.

We use post-1979 observations only, because the analyses of geo-
potential height (which approximates the actual height of a pressure
surface above mean sea level) and other variables over the Northern Hemi-
sphere polar region are more reliable during the modern satellite era18.
The most reliable reanalysis data sets (ERA-interim19 and MERRA20) and
station data21,22 agree that the most pronounced annual mean surface
temperature warming in the Arctic since 1979 has occurred over north-
eastern Canada, Greenland and the north of Siberia (Fig. 1a and Extended
Data Fig. 1). Surface temperatures along the Siberian coast are highly
negatively correlated (r < 20.7 to 20.9) with in situ sea-ice variability
where the observed surface warming is greatest and can be related directly
to the significant sea-ice reduction. The troposphere has also experienced
an annual averaged warming in the Arctic. Tropospheric warming is most

pronounced over northeastern Canada and Greenland, where it extends
through the depth of the troposphere and has occurred in all seasons,
with the largest magnitude and extent during boreal winter (December–
February) (Fig. 1b, Extended Data Figs 2 and 3). The magnitude of the
surface and tropospheric warming in the northeastern Canadian-
Greenland sector of the Arctic is nearly twice as large as the Arctic-
mean warming.
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Figure 1 | Observed trend pattern of annual mean field for 1979–2012.
Linear trend (per decade) of annual mean surface temperature (a), 300–850 hPa
temperature (b), 200-hPa geopotential height (Z200; c) and the non-zonal
component of 200-hPa geopotential height (d). In a, surface temperature is
shown over land or ice; SST is shown over ocean. In d, purple vectors
(units: 106 Pa m2 s22, vectors less than 105 Pa m2 s22 are omitted) denote the
wave activity flux associated with the eddy Z200 trend pattern. Grid points with
trends that are statistically significant at the 99% confidence level are denoted
by small crosses. The box in c indicates the domain over which data are
averaged in Extended Data Fig. 6. EQ, Equator.
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The spatially varying character of warming trends over the Arctic
region suggests a role for atmospheric circulation changes. Annual mean
200-hPa geopotential heights (Z200) in the upper troposphere have
increased almost everywhere in the Northern Hemisphere polar region
since 1979, with the greatest increases occurring over northeastern Canada
and Greenland, coinciding with the greatest surface and tropospheric
warming (Fig. 1c and Extended Data Fig. 4). Consistent with the local
surface temperature trend, the positive trend in Z200 over northeast-
ern Canada and Greenland has occurred in all seasons, and is largest
during winter (Extended Data Fig. 5). The correlation (r) between 34-
year annual mean Z200 and surface temperature in this region is 0.9,
and it is 0.8 for the detrended component (Extended Data Fig. 6a). Both
the Z200 and surface temperature time series exhibit decadal-scale vari-
ability superimposed on the long-term trend. In all seasons, the seasonal
and decadal anomalies in Z200 are highly correlated with the surface
temperature anomalies (Extended Data Fig. 6b–e).

Because the upper-level atmospheric circulation is relatively insensitive
to anomalous surface warming in the polar regions7,17, it seems unlikely
that the decadal-scale variations in Z200 in the 34-year record could be
forced by local variations in surface temperature. Theory and a myriad
of modelling studies suggest that causality operates in the opposite direc-
tion: that is, that the changes in surface and tropospheric temperature
are an adiabatic response to the changes in the upper-level circulation,
which may have been remotely forced.

The circulation trend is marked by rising geopotential heights over
Greenland and near-steady heights along ,50uN over the North Atlantic
(Fig. 1c). The pattern can be characterized as a uniform increase in geo-
potential heights across the Arctic, combined with the negative polarity
of the North Atlantic Oscillation (NAO). The NAO is the leading mode
of circulation variability and the main driver of temperature variability
and extreme winter weather events in the North Atlantic14,15. A year-
round NAO index, given by the leading principal component of low-
level geopotential height anomalies in the North Atlantic14, exhibits a
strong (r 5 0.7) correlation with surface temperature and Z200 anom-
alies in northeastern Canada and Greenland (Extended Data Fig. 6a).
The past three decades have been marked by a negative trend in the
NAO index23.

Further insight into the causes of the remarkable warming trend over
Greenland and northeastern Canada is gained by examining the trends

in the eddy component of Z200, obtained by removing the zonal average
at each latitude from the trends (Fig. 1c). The results (Fig. 1d) strongly
suggest that the 200-hPa geopotential height increases over northeastern
Canada and Greenland are associated with a Rossby wave train that
originates in the tropical Pacific. The corresponding flux of wave activity
exhibits a distinctive arc-shaped trajectory, extending from the central
tropical Pacific towards the Arctic and returning to the tropics via the
Atlantic sector. Coincident with the pattern of trends in the warming
and anomalous circulation, SSTs (and rainfall) have increased signifi-
cantly at the 99% confidence level throughout the tropics except for the
central and eastern Pacific where they have remained nearly constant
or even decreased slightly, as shown in Fig. 1a (Extended Data Fig. 7a).
Motivated by two earlier studies24,25, we hypothesize that this pattern of
SST change in the tropics has played a key role in forcing the extra-
tropical wave train that has both warmed northeastern Canada and
Greenland and induced the negative trend in the NAO in recent decades.

Our hypothesis that the trend towards higher geopotential heights
over northeastern Canada and Greenland has occurred in response to
trends in tropical SST is supported by maximum covariance analysis
(MCA)26. Figure 2 shows the leading modes of co-variability between
annual mean Northern Hemisphere Z200, and tropical SST for the
period 1979–2012. The leading MCA mode explains 68% of the squared
covariance between the hemispheric Z200 and tropical SST fields, and
captures the typical El Niño/Southern Oscillation (ENSO) signature in
SST and the related atmospheric teleconnection pattern over the Pacific
and North American sectors, with their familiar sequence of year-to-
year variability. The patterns associated with the second mode resemble
the trend in tropical SST and the wave-train pattern of the Z200 trend
(Fig. 1a, c). The second MCA mode explains 28% of the squared covari-
ance. The time series associated with this mode are strongly correlated
(r 5 0.91) and both exhibit a pronounced upward trend over the 34-
year record. The time series of the SST pattern in mode 2 is highly cor-
related with the surface temperature in northeastern Canada and Green-
land and with the year-round NAO index (Extended Data Fig. 8). This
mode is not merely a reflection of the trends in the two fields, because
similar MCA results are obtained when the data are detrended before
conducting the MCA calculation (Extended Data Fig. 9). Thus, the
wave train that links the positive temperature trends in northeastern
Canada and Greenland to the tropical SST anomalies characterizes both
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Figure 2 | Coupled patterns between annual mean tropical SST and
Northern Hemisphere circulation for 1979–2012. a–d, Results of maximum
covariance analysis for annual mean 1979–2012 Northern Hemisphere
(0–88.5uN) 200-hPa geopotential height (Z200) and tropical (20u S to 20uN)
SST. Shown in a are the patterns of Z200 (contours, interval 10 m) and tropical

SST (shading; colour scale) that accompany the first mode. c, Time series of
the Z200 (red) and SST (blue) patterns shown in a. Panels b and d are the same
as panels a and c, but for the second mode. Amplitudes in a and b are scaled by
one standard deviation of the corresponding time series in c and d.
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interannual and interdecadal timescales. Compared to the circulation
anomalies associated with typical ENSO, the circulation anomalies
associated with the mode 2 pattern of SST anomalies exhibits a wave
train that extends farther poleward and includes circulation anomalies
over the North Atlantic that are very similar to those associated with the
NAO. Thus, the recent 30-year trends in tropical SST—distinct from
ENSO—may be partially responsible for the negative trend in the con-
ventional NAO index.

To further examine the relationship between tropical SST forcing and
circulation variability in northeastern Canada and Greenland, we use an
atmospheric general circulation model (ECHAM 4.6 (ref. 27)) to perform
an ensemble of integrations, each of which is forced by the observed
tropical SST from 1979–2012; in the extratropics, the atmosphere is
coupled to a slab ocean with a thermodynamic sea-ice component. Ten
experiments were run, each with different initial atmospheric condi-
tions, and averaging over the ten experiments is used to filter out in-
trinsic atmospheric variability. The ensemble-averaged change in the
high-latitude circulation is, by construction, due to the remote tropical
forcing and to the local amplification associated with sea-ice change. The
ensemble-averaged trends in surface temperature, tropospheric temper-
ature and Z200 in the Northern Hemisphere are shown in Fig. 3; in the
western hemisphere they closely resemble the observed trends shown
in Figs 1a–c, and are consistent with the trend patterns associated with

the mode 2 in the MCA analysis. Rising 200-hPa heights and wide-
spread warming over northeastern Canada and Greenland are an
integral part of the response to the imposed tropical SST anomalies.

As in the observations, the simulated circulation anomaly over the
North Atlantic is similar to that observed during the negative phase of
the NAO. As in the observations, the warming trends and atmospheric
circulation anomalies are largest in winter. The simulated annual mean
Z200, surface and tropospheric temperature trends over northeastern
Canada and Greenland are about 10 m per decade, 0.4 uC per decade
and 0.3 uC per decade respectively, roughly half the magnitude of the
values in the ERA-interim reanalysis19. We note that the model, forced
by the observed tropical SST change, also reproduces the observed rain-
fall trend in the tropical Pacific (Extended Data Fig. 7b). The simulated
wave-train path over the North Pacific and North Atlantic differs in
detail from that observed (compare Figs 3d and 1d), possibly owing to
subtle differences between the real and simulated climatological mean
zonal flow. Nonetheless, the model results strongly suggest that a Rossby
wave train associated with the observed tropical SST trend is respon-
sible for the observed negative trend of the NAO and accounts for both
the regional surface and tropospheric warming in northeastern Canada
and Greenland.

Last, we explore the contribution of external forcing to the recent
regional warming in northeastern Canada and Greenland. We take the
ensemble-average response of the 40 climate models that were forced
by historical forcing and archived in the CMIP5 database historical
experiment16. We note that in these experiments, ‘‘historical forcing’’
includes both anthropogenic and natural forcing.

The trends in the ensemble-average surface and tropospheric tem-
perature from the historical forcing simulations are shown in Fig. 4a
and b. Comparing Fig. 1a to Fig. 4a, we see that the ensemble average of
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Figure 3 | Simulated 1979–2012 trend patterns in annual mean fields in
ECHAM. Linear trend (per decade) of annual mean surface temperature (a),
300–850 hPa temperature (b), Northern Hemisphere 200-hPa geopotential
height (Z200; c) and the non-zonal component of 200-hPa geopotential
height from 34-year simulation of ECHAM run forced by observed SST
(1979–2012) in the tropics (30uN to 30u S) (d). In the extratropics, the
atmosphere is coupled to a slab ocean model. In d, purple vectors (units:
2.5 3 105 Pa m2 s22, vectors less than 2.5 3 104 Pa m2 s22 are omitted) denote
the wave activity flux associated with the eddy Z200 trend pattern. Grid points
with trends that are statistically significant at the 99% confidence level are
denoted by small crosses.
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Figure 4 | Simulated 1979–2004 trend patterns in annual mean fields in
CMIP5. Linear trend (per decade) of surface temperature (a), 300–850 hPa
temperature (b) and 200-hPa geopotential height (Z200; c) for the period
1979–2004 due to anthropogenic and natural external forcing. Here we show
the average of an ensemble of experiments using 40 climate models (Extended
Data Table 1) that are archived in the CMIP5 database16 and used in the
Fifth Assessment Report of the Intergovernmental Panel on Climate Change1.
The trends shown in the plot are significant at above the 99% confidence level at
all grid points.
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the historical simulations using the CMIP5 models shows a general warm-
ing throughout the globe—more so in the polar regions than in the
tropics—with a maximum in the western Arctic Ocean due to reduced
sea ice. The forced pattern of warming does not capture the cooling in
the eastern tropical Pacific or the maximum warming over northeast-
ern Canada and Greenland; in these regions, the CMIP5 models cap-
ture only about 40–50% of the observed warming in the surface and
troposphere.

From a comparison of Figs 1c and 4c it is evident that the ensemble
average of the historical simulations exhibits much larger Z200 rises in
the tropics than observed, and slightly smaller increases in the polar
region than observed. The most salient circulation feature in the obser-
vations is the pronounced localized rise in upper-tropospheric geopo-
tential height and surface and tropospheric temperature over northeastern
Canada and Greenland (Fig. 1). These features are not reproduced in the
ensemble average of the historical simulations using the CMIP5 models.

The results from the ECHAM experiments forced by observed SST,
together with the ensemble average of the historical simulations of the
CMIP5 models, suggest that about half of the observed warming in nor-
theastern Canada and Greenland is due to a uniform warming of the
entire Arctic (directly attributable to anthropogenic forcing1); the other
half is due to a wave train of circulation anomalies that extends from
the central tropical Pacific to Canada, and which is forced by trends in
the tropical Pacific SST. That the historically forced CMIP5 model average
does not capture the observed tropical SST pattern further suggests that
around half of the recent warming over Canada and Greenland is asso-
ciated with natural variability that is intrinsic to the coupled atmosphere–
ocean system. We note, however, that the observational records in the
tropics are temporally and spatially incomplete, and that the simulated
response of tropical SSTs to anthropogenic forcing is strongly model-
dependent28. Hence we cannot rule out the possibility that the pattern
of the observed tropical Pacific SST trend may also be associated with
external forcing.

METHODS SUMMARY
We used atmospheric circulation and temperature data from the 1979–2013 ERA-
interim reanalysis19, SST data from ERSSTv3 (ref. 29), and sea-ice data from
HADISST30. We used output from 40 climate models archived in the CMIP5 database16

to estimate the climate response to external forcing in the historical record. MCA26

captured the dominant coupled modes between the Northern Hemisphere Z200
(0–88.5uN) change and tropical SST (20uN to 20uS). We used the ECHAM4.6 (ref. 27)
atmospheric general circulation model to simulate the circulation and temper-
ature response forced by the observed tropical (30uN to 30u S) SST trends; in the
extratropics, the ECHAM4.6 is coupled to a slab ocean with a simple, thermodyn-
amic-only sea ice model. We focus on the annual average in this study because the
recent temperature and circulation changes over the region of interest are similar
across all seasons. To construct an annual mean, we averaged the 12 months from
June through to the end of the following May. Note that the year label refers to June
(for example, the annual mean of 2012 is the average from June 2012 through to the
end of May 2013). The results presented in this study are not sensitive to how the
annual average is constructed. It should be noted that because the historical record
of reliable data for the Northern Hemisphere polar region is short, the term ‘trend’
used in the main text refers to any low-frequency variability distinct from the inter-
annual variability; it does not necessarily imply a long-term trend, but may simply
reflect decadal variability.

Online Content Any additional Methods, Extended Data display items and Source
Data are available in the online version of the paper; references unique to these
sections appear only in the online paper.
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METHODS
Data. Atmospheric circulation and temperature data are from the 1979–2013 ERA-
Interim reanalysis19 and the Modern Era Retrospective-Analysis for Research and Ap-
plications (MERRA)20 reanalysis. SST data are from ERSSTv3 (ref. 29). Sea-ice data are
from HADISST30. Rainfall data are from GPCP31. We also use land-only station surface
and near-surface temperature data from University of Delaware21 and NASA GISS Sur-
face Temperature (GISTEMP)22. We used output from the historical simulations of 40
climate models (Extended Data Table 1) that are archived in the CMIP5 (ref. 16) database.
MCA. We use maximum covariance analysis (MCA26) to capture the dominant
coupled modes between the Northern Hemisphere Z200 (0–88.5uN) change and tro-
pical SST (20uN to 20uS). MCA organizes the variance in two data sets into ortho-
gonal patterns that maximize the covariance in the data.
Wave flux analysis. Wave activity analysis32 is used to reveal stationary Rossby
wave energy propagation. The wave flux vector provides direct information on the
flux of wave activity, which is parallel to the group velocity of quasi-stationary Rossby
waves. This diagnostic tool is well suited for detection of propagating large-scale
quasi-stationary Rossby waves.

Climate model. The general circulation model used to perform the experiments in
this study is the ECHAM4.6 atmospheric general circulation model27, at horizontal
resolution of T42 (,2.8u latitude 3 2.8u longitude) with 19 vertical levels. We cou-
pled the ECHAM4.6 to a slab ocean, whereby the ocean is represented as boxes of
water of uniform specified depth (50 m). A simple, thermodynamic-only sea-ice
model is included when the ocean temperature reaches the freezing point. The ocean
temperature or sea-ice condition at each grid point is affected only by heat exchange
across the air–sea interface; there is no direct communication between adjacent ocean
grid points, nor is there any representation of the deep ocean. In addition, a cyclo-
stationary climatological heat flux is added to the ocean temperature tendency equa-
tion in order to maintain a seasonal cycle of ocean temperature and sea ice condition
that is as close to that observed.

31. Huffman, G. J., Adler, R. F., Bolvin, D. T. & Gu, G. Improving the global
precipitation record: GPCP version 2.1. Geophys. Res. Lett. 36, L17808
(2009).

32. Plumb, R. A. On the three-dimensional propagation of stationary waves. J. Atmos.
Sci. 42, 217–229 (1985).
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Extended Data Figure 1 | Observed trend pattern of annual mean surface
temperature for 1979–2012. Linear trend (per decade) of annual mean surface
and near-surface temperature for a, ERA-interim, b, MERRA reanalysis,

c, University of Delaware and d, GISTEMP for the period of 1979–2012. The
grey regions in c and d indicate no data.
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Extended Data Figure 2 | Observed trend pattern of seasonal mean surface
temperature for 1979–2012. Linear trend (per decade) of seasonal mean
ERA-interim surface temperature for a, December to February (DJF), b, March

to May (MAM), c, June to August (JJA) and d, September to November (SON)
for the period 1979–2012.
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Extended Data Figure 3 | Observed trend pattern of seasonal mean
300–850 hPa temperature for 1979–2012. Linear trend (per decade) of

seasonal mean ERA-interim 300–850 hPa temperature for a, DJF, b, MAM,
c, JJA and d, SON for the period 1979–2012.
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Extended Data Figure 4 | Observed trend pattern of annual mean field for
1979–2012. Linear trend (per decade) of annual mean a, 500-hPa geopotential

height (Z500), and b, sea level pressure (SLP) of ERA-interim for the period
1979–2012. Solid (dashed) contours indicate positive (negative) trends.
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Extended Data Figure 5 | Observed trend pattern of seasonal mean 200-hPa
geopotential height for 1979–2012. Linear trend (per decade) of seasonal
mean ERA-interim 200-hPa geopotential height for a, DJF, b, MAM, c, JJA and

d, SON for the period 1979–2012. Solid (dashed) contours indicate positive
(negative) trends.
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Extended Data Figure 6 | Observed surface temperature and Z200 change in
northeastern Canada and Greenland. a, Annual mean surface temperature,
Surf-T(land), and Z200 averaged over northeastern Canada and Greenland
(55uN–85uN, 280uE–340uE, denoted by a box in Fig. 1c), and NOAA NAO
index14 (sign is reversed for simplicity of comparison) for the period
1979–2012. The units on the left ordinate are geopotential metres; the units on

the right ordinate are uC (surface temperature) and unitless (NAO index).
b–e, Surface temperature and Z200 averaged over northeastern Canada and
Greenland (55uN–85uN, 280uN–340uN, denoted by a box in Fig. 1c) for each
season for the period 1979–2012. The correlation coefficient (r) of two curves is
denoted in the bottom right corner. The first (second) number denotes the
correlation between the raw (detrended) time series.
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Extended Data Figure 7 | Observed and simulated annual mean tropical
rainfall trend patterns for 1979–2012. Linear trend (mm per day per decade)
of annual mean a, observed GPCP31 rainfall, b, simulated rainfall from 34-year

simulation of ECHAM run forced by observed SST (1979–2012) in the tropics
(30uN to 30u S). In the extratropics and the polar region, the atmosphere is
coupled to a slab ocean model with a thermodynamic sea-ice component.
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Extended Data Figure 8 | MCA2 SST related annual mean land surface
temperature. a, Correlation (colour scale shows r) between the time series of
the MCA2 pattern of annual mean SST (blue curve in Fig. 2d) and annual mean

land surface temperature in ERA-interim during 1979–2012. b, As a but using
the detrended surface air temperature data and the detrended time series of
mode 2 SST.
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Extended Data Figure 9 | Coupled patterns between detrended annual
mean tropical SST and Northern Hemisphere circulation for 1979–2012.
Figure shows MCA results for detrended annual mean 1979–2012 Northern
Hemisphere (0-88.5uN) 200-hPa geopotential heights (Z200) and tropical
(20u S to 20uN) sea surface temperature (SST). Shown in a are the patterns of
Z200 (contour interval 10 metres) and tropical SST (shading) that accompany

the first mode in these two data sets. Panel c displays the time series of the Z200
(red) and SST (blue) patterns shown in a. Panels b and d are the same as in a
and c but for the second mode. Amplitudes in a and b are scaled by one
standard deviation of the corresponding time series in c and d; the latter have a
standard deviation of one.
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Extended Data Table 1 | 40 climate models in the CMIP5 historical experiment

List of 40 CMIP5 CGCMs used in Fig. 4 to examine the forced response of the climate system to anthropogenic and natural external forcing, along with the number of atmospheric horizontal grids.
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pathway that compares favourably with 
nature’s engineering outputs. Nature’s writing 
is intricate (some say convoluted and opaque), 
but it is effective. We are just learning to hold  
the pencil.

The reason is simple: in biology, details 
matter a lot, and we don’t understand the 
details. Rational design is hard when one  
cannot even predict the effects of a single  
mutation in a single enzyme, or the full impact 
of adding a single gene to the thousands 
already present in an organism. It is fine to 
hope that ‘modular’ biology is possible, but 
our ham-fisted attempts at assembling bio-
logical components usually show that biology 
is anything but modular. The engineering of 
systems that tackle real-world problems, such 
as producing an antimalarial drug or an alter-
native fuel through a new microbial pathway, 
involves years of trial and error3. Realizing the 
potential of synthetic biology requires dealing 
with the details.

Rational design will not move beyond these 
problems until our understanding of the 
details of biology has improved dramatically. 
Luckily, we do not have to wait. Evolution is 
a time-tested tool for engineering the details, 
and we can use it in the lab to circumvent our 
profound ignorance of how sequence encodes 
function. Accumulating beneficial muta-
tions over multiple generations is a general 
algorithm for turning a poor copy-and-paste 
job into effective writing, and it works at all 
levels of complexity. From creating a DNA-
editing enzyme that excises HIV from the 
host genome4, to optimizing multi-enzyme 
biosynthetic pathways5, directed evolution  

a

b

Rational design

Modules of known function

Screen for 
improved

characteristics

Introduce mutations

Improved characterization

Modelling and testing
Predictable function

Directed evolution

DNA region
of interest

New function

Desired

Genetic variants

Repeat as needed

has produced results with purpose6. 
Evolutionary engineering is not incompat-

ible with ‘rational’ design; in fact, the two are 
highly complementary. Directed evolution 
requires a starting design, and the better the 
design, the easier the evolution. Evolution 
also requires a rational search strategy. Where 

should mutations be targeted, and how many 
of them? How do we measure success along the 
way? Directed evolution and rational design 
are even claiming common ground, for exam-
ple in mutant libraries that have been designed 
with input from computational processes, 
accelerating the evolutionary process7.

With a good starting point in hand, evolu-
tion is the most direct approach to engineering 
the biological world, and it is uniquely effective 
with biological substrates, the products of that 
same process. Biology is highly evolvable, and 
we should exploit that feature to the fullest, as 
we have for thousands of years with everything 
from rats to racehorses. The writer’s best friend 
is a good editor — the synthetic biologist’s 
should be directed evolution. ■
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C L I M AT E  S C I E N C E

The origin of regional 
Arctic warming
Observational data and modelling show that the rapid warming of the northeastern 
Canada and Greenland sector of the Arctic over the past three decades has been 
strongly driven by cooling in the tropical Pacific Ocean. See Letter p.209

J Ü R G E N  B A D E R

Over the past 30 years, Earth has become 
a warmer place. One of the most strik-
ing examples of surface-temperature 

warming is the polar regions in the North-
ern Hemisphere (Fig. 1). The greater warm-
ing in the Arctic1, compared with the global 
mean, is associated with a reduction in sea 
ice2 and dynamical and radiative feedbacks3, 
and is widely attributed to anthropogenic cli-
mate change. But the fact that the warming is 
not spatially uniform raises the question of 
whether natural climate variability has a role in 

driving it and causing regional climate change. 
On page 209 of this issue, Ding et al.4 show 
that the most prominent Arctic warming has 
occurred in northeastern Canada and Green-
land, and that cooling in the tropical Pacific 
Ocean forced half of the warming in these two 
regions. The findings indicate that a substan-
tial part of regional Arctic climate change is 
therefore a result of natural climate variability.

Much of the interannual and decadal vari-
ability in atmospheric climate can be described 
by the evolution of the leading modes of  
climate variability, such as the North Atlan-
tic Oscillation (NAO). The NAO consists  

Figure 1 | Two methods for the synthetic engineering of organisms.  a, In rational design, biological 
‘parts’ (such as genes, gene regulators and proteins) are studied through modelling and testing such that their 
behaviour is understood. This produces libraries of well-characterized parts — or modules consisting of 
multiple parts — that can be rationally assembled in cells in different combinations, resulting in predictable 
functions. b, An alternative approach is to harness the power of evolution to direct the design of synthetic 
organisms. A region of interest (in this example, a gene) is randomly mutated, producing cells that harbour 
a variety of mutations. The cells are then screened to find those with mutations that result in or improve a 
desired function. Cells that do not harbour such mutations are eliminated from the pool; those that do can 
be cultured and then subjected to new rounds of mutation and screening, to achieve a desired end product.
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Arctic warming. Two plausible reasons for this 
failure are worth mentioning. First, the recent 
cooling in the tropical Pacific can probably be 
attributed to intrinsic variability of the climate 
system6, because it is not simulated by coupled 
climate simulations that incorporate observed 
changes in the concentration of greenhouse 
gases and aerosols. Second, despite continued 
improvements to climate models, it is still a 
challenge to simulate the influence of remote  

climatic phenomena correctly.
By linking cooling in the tropical  

Pacific with trends in atmospheric cir-
culation and regional Arctic warming, 
Ding and colleagues highlight the com-
plexity of processes involved in regional 
climate change. Even remote climatic 
fluctuations can have a substantial 
impact. Improving the representa-
tion of such teleconnections in cli-
mate models should therefore remain 
a high priority for climate scientists. 
The authors also note the importance 
of natural internal climate variability 
for present and near-future regional  
Arctic climate. But as greenhouse-gas 
concentrations are likely to increase in 
the future, it is only a question of time 
before external forcing dominates 
regional Arctic warming. ■
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of variations in the difference of  
sea-level atmospheric pressure 
between the Icelandic low-pressure 
system (Icelandic low) and the 
Azores high-pressure system (Azores 
high), and is most pronounced dur-
ing boreal winter. In the positive 
phase of the NAO, there is a consid-
erable difference in pressure between 
these two systems, with both the Ice-
landic low and the Azores high being 
intensified. In the negative phase, the 
two pressure zones are weakened and 
the difference between them is less.

The NAO is linked to changes in 
the intensity and location of the North 
Atlantic jet stream and storm track, 
and to large-scale temperature and 
precipitation variations over Europe, 
Greenland and North America. It is 
an intrinsic atmospheric phenom-
enon, but fluctuations in sea surface 
temperature (SST) can also affect it. In 
fact, it can be influenced by both vari-
ations in local North Atlantic SST and 
remote SST in the tropics5. Changes in 
tropical SSTs lead to changes in con-
vection throughout the lowest portion 
of the atmosphere (the troposphere) 
at low latitudes, which in turn excite large-scale 
atmospheric waves called Rossby waves. These 
waves can propagate to mid- and high latitudes 
and affect the NAO.

In their study, Ding et al. demonstrate that 
Rossby waves and the NAO are involved in 
regional Arctic warming. Their finding that 
the Arctic warming in northeastern Canada 
and Greenland since 1979 is strongly driven 
by cooling in the tropical Pacific is supported 
by observational data indicating that warming 
in these two regions is not limited to the sur-
face but also extends to the upper troposphere. 
The authors argue that it is unlikely that dec-
adal temperature changes in the upper Arctic 
troposphere are locally forced by variations 
in surface temperature. They suggest instead 
that warming at the surface and in the tropo-
sphere are the result of atmospheric-circula-
tion changes in the high troposphere, and that 
these changes are remotely forced. Specifically, 
Ding et al. show that the recent warming in 
northeastern Canada and Greenland is asso-
ciated with a negative NAO phase driven by 
Rossby-wave activity caused by SST cooling 
in the tropical Pacific. 

These results are confirmed by modelling 
experiments. The authors demonstrate that 
an atmospheric general circulation model 
forced by the observed tropical SST can simu-
late the connection between tropical Pacific 
SST cooling and regional Arctic tropospheric 
warming. However, they also show that cou-
pled ocean–atmosphere climate models used 
in the fifth assessment report of the Intergov-
ernmental Panel on Climate Change fail to 
reproduce the observed regional pattern of 
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Figure 1 | Trend in annual mean surface temperature.  The graphic 
shows the observed change per decade of annual mean surface and  
near-surface temperature for the period 1979–2012, based on the 
ERA-interim climate data set. The most marked warming has occurred 
in northeastern Canada, Greenland and north Siberia. (Adapted from 
Extended Data Fig. 1 of ref. 4.)

S Y N T H E T I C  B I O L O G Y

Construction of  
a yeast chromosome
One aim of synthetic biology is to generate complex synthetic organisms. 
Now, a stage in this process has been achieved in yeast cells — an entire yeast 
chromosome has been converted to a synthetic sequence in a stepwise manner.

D A N I E L  G .  G I B S O N  &  J .  C R A I G  V E N T E R

A biological cell is much like a computer  
— the genome can be thought of as 
the software that encodes the cell’s 

instructions, and the cellular machinery as 
the hardware that interprets and runs the 
software. Advances in DNA technology 
have made it possible for scientists to act as 
biological ‘software engineers’, program-
ming new biological ‘operating systems’ into 

cells. Indeed, in 2010, the entire genome of 
the bacterium Mycoplasma mycoides was 
replaced with a rewritten synthetic genome, 
generating the first synthetic cell1. Now, in a 
paper published in Science, Annaluru et al.2 
describe how they have begun rewriting the 
genome of a more complex organism, that 
of the yeast species Saccharomyces cerevisiae. 
The researchers report the design and gen-
eration of a functional, synthetic chromo-
some in this yeast, a milestone that they have  
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