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Introduction

Knowledge Graph (KG): a data repository that describes entities
and their relationships across domains according to some schema.
Examples: Google Knowledge Graph, Microsoft’s Satori, Freebase,
DBpedia, YAGO, and Wikidata.

Figure From https://medium.com/@sderymail/challenges-of-knowledge-graph-part-1-d9ffe9e35214
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Introduction

Challenge: The symbolic representations of
KGs prohibit the usage of probabilistic
models which are widely used in many kinds
of ML applications.
Knowledge Graph Embedding: represent
components of a KG including entities and
relations into continuous vectors or
matrices while preserving the structural
information of the KG.

Figure from Wang et al. 2017
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Introduction

Multiple downstream
tasks:

KG Completion
Query Expansion
Information Extraction
Information Retrieval
Recommender System
Relation Inference
Relation Extraction
Knowledge Fusion
Question Answering
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Introduction

The major KG Embedding models can be classified as two
categories (Wang et al. 2017):

Translation-based models (e.g. TransE, TransH, and TransR)

Semantic matching models (e.g. RESCAL, DisMult, and HolE).
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Introduction

Given a knowledge graph G which contains a collection of
triples/statements (hi , ri , ti )
KG embedding aims to embed entities and relations into a
low-dimensional continuous vector space
A scoring function fr (h, t) is defined on each triple (hi , ri , ti ) such that
facts observed in the KG tend to have higher scores than those that
have not been observed

e.g. the scoring function of TransE
fr (h, t) � − ‖ h + r − t ‖ (1)

The pairwise ranking loss function is usually used as the objective
function to set up the learning task

L �

∑
(hi ,ri ,ti )∈S+

∑
(h′i ,ri ,t

′

i )∈S−(hi ,ri ,ti )
[γ + fr (hi , ti ) − fr (h

′

i , t
′

i )]+ (2)
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Introduction

Problem: Most KG embedding models treat all triple equally,
despite the fact that their information content, i.e., their
contribution to the overall graph, differers substantially.

Example A:
(:California, dbo:isPartOf, :United_States)
Example B:
(:Gengchen_Mai, foaf:friend, :Bo_Yan)
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Introduction

Some triples act as foundational
statements that cannot be reconstructed
from others, while most other triples can be
inferred.
The first kind of triples offer support for the
second kind.
To emphasize the information content
contribution of each triple to the KG and
to learn a suitable embedding model, each
triple should be weighted differently.
(Core Problem)
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Information Content of Triples

How to measure IC of a triple (hi , ri , ti )

Naive Idea: a triple Ti � (hi , ri , ti ) will have
a higher contribution if other triples can be
inferred from it.
IC of Ti : If Ti is excluded from the current
KG, a certain number of triples cannot be
inferred from it any longer.
Shortcoming:

Computationally complex: enumerating
each triple and executing inferences on the
entire KG
Require a formal ontology
Isolated Triples (substantial)
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Information Content of Triples

Isolated Triples: triples in a KG which can neither be used to infer
any another triples nor can be inferred by any triples.
Naive Idea: Low IC, because isolated triples cannot infer any triples
and excluding them from the KG will not affect the number of inferred
triples.
Information Theory: High IC, because isolated triples cannot be
compressed.
Alternative Method?
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Information Content of Triples

Rule-supported Weights Method: measures the contribution of
each triple to the global IC of the KG by investigating the inference
relationships among these triples and use this measure to learn a
suitable KG embedding model for the current KG

Rule mining
Rule instantiation
Triple inference graph construction and triple weights calculation
Learning a weighted KG embedding model
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Information Content of Triples

:Eastern_Time_Zone :locations_in_time_zone :Ontario ∧ :Barrie :containedby :Ontario ⇒  
:Barrie :time_zones :Eastern_Time_Zone

instantiate triples

construct graph

AMIE+

Knowledge Graph 

?a :locations_in_time_zone ?b ∧ ?c :containedby ?b ⇒ ?c :time_zones ?a

T1

T3

z13 

T2
z23 

The workflow of computing the information content of each triple in a KG

Support and Centrality Gengchen Mai, Krzysztof Janowicz, Bo Yan



Introduction Method Experiment Conclusion

Rule Mining

Given a KG as a set of triples S+ � {(hi , ri , ti )}. For each triple
(hi , ri , ti ), its head and tail entity are hi , ti ∈ E (the set of entities) and
its relation is ri ∈ L (the set of relations)
Logical rule mining, e.g. AMIE, AMIE+ is a machine learning
method to find (Horn) rules in a KG that describe the common
correlations between triples.

Ri : B1 ∧ B2 ∧ ... ∧ Bn ⇒ r (x , y) (3)

B1 ,B2 , ...,Bn , r (x , y): atoms in a Horn rule Ri each of which is a triple
whose subject or/and object is replaced by variables.
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Rule Mining

4 measures for mined rules quality/correctness of AMIE+:
Frequency ffreq

freq(Ri ) �
#(instatiate(

−→
B ⇒ r (x , y)))

#(S+)
(4)

Head coverage fhc

hc(Ri ) �
support(

−→
B ⇒ r (x , y))
#(r)

(5)

#(S+): the number of triples in S+

#(r): the number of statements with rule head relation r
Standard confidence score (Closed-World Assumption) fcwa
PCA confidence score (Partial Completeness Assumption) fpca

3 parameters of AMIE+:
minHC: threshold of the head coverage of the mined rules, 0.01
maxLen: maximum rule length, 3
minConf: threshold for the PCA confidence score, 0.1
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Rule Instantiation

Rule Instantiation: variables in each atom need to be instantiated by
entities in the KG such that these entities satisfy both the rule head
and rule body.
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Triple Inference Graph Construction & Weights Calculation

Given a rule Rh : B1 ∧ B2 ⇒ B3, one of its grounded rules is
GRhj : T1 ∧ T2 ⇒ T3 with ffreq, fhc, fcwa, and fpca.
Triple Inference Graph: Each triple (statement) is represented as a
node and each directed edge eij from node Ti to node Tj indicates
that statement Ti infers statement Tj .
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Triple Inference Graph Construction & Weights Calculation

Let GR1, GR2, ..., GRk , ..., GRr be all grounded rules which are
instantiated from the mined rules from AMIE+.
The edge weight zij are are derived from one of the four rule
predication correctness measures ffreq, fhc, fcwa, and fpca.

zij �

r∑
i�1

αikβjk
fk

Lk − 1
(6)

αik : an indicator function (αik � 1 when Ti is in the rule body of GRk ; 0
otherwise)
βjk : an indicator function (βjk � 1 when Tj is the rule head of GRk ; 0
otherwise)
fk : one rule predication correctness measure among ffreq, fhc , fcwa, and
fpca
Lk : the rule lengths of GRk
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Triple Inference Graph Construction & Weights Calculation

The more incoming links Ti has, the more likely Ti is able to be
inferred by other triples which implies that Ti has less information
from information theoretic compression perspective
IC of Ti : -log of the probability of inferencing a triple (statement) in
the triple inference graph
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Triple Inference Graph Construction & Weights Calculation

Edge weighted PageRank: providing a teleport probability which
allows the random walker to jump to a random node in the graph with
a certain probability at each time step
Isolated Triples: have a lower inferencing probability, thus
possessing richer information content

wi � −log2(PRi ) ×
#(S+)∑
−log2(PRi )

(7)

PRi : PageRank value of each node/triple
#(S+)∑
−log2 (PRi )

: a normalization factor to make the mean value of result
triple weights to be 1.0
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Learning A Weighted Knowledge Graph Embedding Model

A weighted KG embedding model based on multiple existing models
(TransE, TransR, and HolE)
Given observed triples S+, the scoring function fr (h, t) of
Ti � (hi , ri , ti ) ∈ S+, and triple weight wi

For any translation-based models or semantic matching models
as long as they use pairwise ranking loss functions to set up the
learning task

L �

∑
(hi ,ri ,ti )∈S+

∑
(h′i ,ri ,t

′

i )∈S−(hi ,ri ,ti )
[γ+wi

(
fr (hi , ti )− fr (h

′

i , t
′

i )
)
]
+

(8)

fr (hi , ti ) − fr (h
′

i , t
′

i ) is a measure of the distinction degree or distance for
Ti and T

′

i
Different triples have different IC, the loss function should consider Ti
more if it has larger IC
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Link Prediction Task

Dataset:
WN18: extracted from WordNet in which entities are word senses and
relations correspond to the lexical relationships between word senses.
FB15K: a subset extracted from Freebase in which entities have at
least 100 mentions in Freebase and also appear in Wikilinks dataset.

Spearman’s correlation
coefficients between different
weights on WN18

ρ freq hc cwa pca
freq 1 0.704 0.899 0.879
hc - 1 0.790 0.779
cwa - - 1 0.889
pca - - - 1

Spearman’s correlation
coefficients between different
weights on FB15K

ρ freq hc cwa pca
freq 1 0.788 0.877 0.855
hc - 1 0.805 0.848
cwa - - 1 0.972
pca - - - 1
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Link Prediction Task

A weighted KG embedding model based on multiple existing models
(TransE, TransR, and HolE): TransE-RW, TransR-RW and
HolE-RW
Evaluation Metrics:

Mean Rank: a lower Mean Rank indicates a better performance.
Mean Reciprocal Rank (MRR): a higher MRR indicates a better
performance.
HIT@K where K can be 1, 3, 10: a higher HIT@K indicates a better
performance.
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Link Prediction Task

Evaluation of TransE-RW, TransR-RW
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Link Prediction Task

Evaluation of HolE-RW
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Conclusion

We propose a data-driven approach to measure the information
content of each triple with respect to the whole knowledge graph by
using rule mining and PageRank.
We show how to compute triple-specific weights to improve the
performance of three KG embedding models (TransE, TransR and
HolE).
Link prediction tasks on FB15K and WN18 show the effectiveness
of our weighted KG embedding model over other more complex
models.

For FB15K, TransE-RW outperforms models such as TransE, TransM,
TransH, and TransR by at least 12.98% for Mean Rank and at least
1.45% for HIT@10.

Our weighted KG embedding framework can be applied to any
translation-based models or semantic matching models to
improve their performance as long as they use pairwise ranking
loss functions to set up the learning task.
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Future Work

We need to improve the efficient of the rule mining algorithm in
order to apply our method to a larger knowledge graph.
We will deploy our weighting method to other KG embedding
models such as TransH.
We will explore methods to automatically learn the weights during
the embedding model training — similar to attention mechanisms in
neural networks.
We will explore the methods to learn embeddings for datatype
properties.
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